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The information content is calculated for the results of instrumental analysis, where signals 
in the form of a peak indicate by their position the presence and by their intensity (maximum 
height or area) the concentration of individual components of the analysed sample. 

In our preceding work the information content of a qualitative proof or of various cases of 
a quantitative determination1 '3 was defined. We assumed always that the concentration range 
in which the component to be determined is present is known beforehand1 , 3 or that its content 
is even determined by a preliminary analysis2. In the analytical practice, however, it is often 
the case that a sample of an entirely unknown qualitative composition is to be analysed by an in-
strumental method in which a peak-shaped signal in a position zi of an intensity y{ ^ 7m i n 

O rn in is the least signal distinguishable from the zero noise) indicates the presence of a component 
/ (i = 1 , 2 , . . . , k), its intensity e <(jmin, J m a x ) being proportional to the actual concentration, 

of this component. If no signal distinguishable from the zero noise is present in the position 
Zj corresponding to the component j (/' = 1 ,2 , . . . , 1), it follows that the y'-th component is 
present in a lower concentration than would correspond to the signal ym^n, i.e., in a lower con-
centration than the determination limit of the method used, Xj < xm i n . The dependence of the 
signal intensity, which is a random variable with the mean value ny>i5 on the actual content 
of the determined component is expressed as //y>i — /](£;). The result of the analysis, xi = f2(y{), 
where the dependence / 2 is found, as a rule, empirically (by calibration), is then a randomly 
distributed quantity with a probability density p(x) = (1 /cr; yjln) exp [—(jtj — //j)2/2of ], where 

is the most probable result. It is, as a rule, estimated from n parallel determinations as the 
n 

average: jll = xi = £ xiq/n. 
9 = 1 

W e shall express t he i n f o r m a t i o n con ten t of i n s t rumen ta l analysis , in which e i ther 
qual i ta t ive or b o t h qual i ta t ive a n d quan t i t a t ive analyses were p e r f o r m e d of a n ent i re ly 
u n k n o w n sample o r of a s ample wi th an a s sumed highest poss ible c o n t e n t of the 
c o m p o n e n t s . 

THEORETICAL 

T h e i n f o r m a t i o n con ten t of a qual i ta t ive p r o o f was def ined earl ier wi th the use of the 
Bri l louine m e a s u r e 1 , 4 as I — log b (n0jn), where the n u m b e r of possible bu t un ident i -

* Part VIII in the series Theory of Information as Applied to Analytical Chemistry; Part VII: 
This Journal 40, 3627 (1975). 
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fied components of the analysed sample prior to analysis is n0 and after the analysis n. 
The base, b, of the logarithm modifies the units in which the information content 
is expressed1. In the case of instrumental analysis, it is more appropriate to express 
the highest obtainable, i.e., potential information content of a qualitative proof 
with the use of the divergence measure2,4 as 

I(P, Po) = log2 f i n ^ l ^ ^ log2 N, (1) 

for z e <zmin, zmax>, where A1z denotes the smallest distance of the maximums of the 
signals necessary for their distinguishing, log2 binary logarithm and N t ' maximum 
number of possible distinguishings. Analogously, with the use of the Shannon rela-
tion4, Dupuis and Dijkstra5 define the information content of a qualitative proof car-
ried out by gas chromatography. The number of distinguishings N t in Eq. (i) is for 
the given interval <zmin, zmax> given only by the value of A xz , which, of course, 
depends on the form of the signal. In analytical practice, we normally consider6 

symmetrical signals of the Lorentz type, y = h\\_ 1 + (2z/a)2], where a is the half-
- width of the signal, or of the Gauss type, y = h exp [ —a(z/er)2], where the half-width 
is given as a = 2c(In 2/a)1/2, and h is the maximum peak height in both cases. The 
perfectness of the resolution of two peaks can be for the purpose of a qualitative 
proof characterized by the relative depth of the minimum between them, M = 
— (^2 — yi)ly2 f ° r y2 ^ (Fig- !)• Doerffel7 assumes that it is sufficient to di-
stinguish both signals on the level 3cN from the noise, where a characterizes the 
"white noise", and considers sufficient for <tn//i = 0 05 such a resolution, where 
M ^ 0-2. With symmetrica] peaks of the same maximum height (Z^ = h2) and of the 

Fig. 1 
Distinguishing of Two Partially Overlapping 
Signals 

Dashed curves: Real form of the signals. 
Solid curve: Resulting form from the super-
position of both signals. 
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same half-width (a = — a2) we have for M = 0-2 Atz = 1-06a for the Lorentz 
form and A l z = 1-16a » 2-73<r for the Gauss form with a = 1/2; the value of Axz 
is larger when the maximum heights of both peaks are not the same. However, 
under the most unfavourable conditions is ^ 2a for a symmetrical peak of the 
Lorentz or Gauss type. It is obvious that for larger Ayz values the information 
content of the instrumental analysis will be smaller. 

If qualitative and quantitative instrumental analyses of an entirely unknown 
sample are carried out simultaneously, it is necessary to express the information 
content of the quantitative determination with the aid of the Kullback divergence 
measure2,4 I(p, p0) = P(X) 1°§2 [_P(x)I Po{x)~\ dx with the use of the probability 
density of the result prior to the analysis, p0(x), or after the analysis, p(x), and not 
analogously to Eq. (2), where we used the position of the signal with the probability 
density of the distribution of the signal intensity y{. In this case is the value of X; 
influenced by the function fx (hence, in substance by the sensitivity of the determina-
tion) and by the dependence f2 determined by calibration. The standard deviation 
<7;, which characterizes the accuracy of the x{ value, is also influenced by the functions 
fx and f2. The value of is besides dependent on the number of parallel determina-
tions, n. The probability density of the distribution of the results, which we assume 
before the analysis, p0(x), corresponds to a rectangular distribution and is given 
as p0(x) = 1 /(xx — x0) for x e <x0, xx>, where x0 is the lowest and xx the highest 
assumed content of the determined component. The values of x0 and Xj are, of course, 
not related to ymin and ymax, which are given by the properties of the analytical 
method or apparatus; the only condition is that the signal intensity corresponding 
to the value of must not exceed ymax, i.e., ^ must be determinable by the analytical 
method used. On the other hand, x0 can be smaller than the determination limit xmin, 
for example, it can be equal to zero. In the definition of the probability density 
after the analysis, p(x), two possible cases must be distinguished: 

a) If ^ >'min, i.e., if we can determine the i-th component quantitatively, then 
p(x) is the probability density of normally distributed results and the information 
content of the determination of the z'-th component is, e.g., according to ref.1 '4 

HP. Po)i = iog2 - * ' • • > » . (2) (Ti yJ2ne 

b) If the signal intensity >'_,• is smaller than j;min for such a position of the signal 
Zj which would correspond to the component j ( j = 1,2, ..., 1), the content Xj is smal-
ler than the determination limit x j jmin. Then p(x) — l /xj min for Xj e <0, Xj min) and 
the information content is1 '3 '4 

I(P, PO)J = log2 [(x j f l - XJ>0)/xj>mln] (3) 
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or for the most frequent case, where 0 = 0 and xjtl ^ xj>min 

Hp> Po)i = l o g 2 ( * j , i / * j , m i n ) • (4) 

The total, actual information content of the qualitative as well as quantitative 
instrumental analysis is then given as 

I(p, Po) = £ log2 (*»•* - ^ o W " + £ l o g 2 (x j ; i/x j>min) . (5) 
i = 1 0"j ^JlTlQ j= 1 

When performing a quantitative analysis, we must consider the maximum number 
of possible distinguishings, N2 = (zmax — zmin)/A2z, where A2z is the distance 
corresponding to the isolated signal for the case of measuring the maximum peak 
height h or its area in the sense in which Doerffel6 defines an isolated signal for both 
cases. It is obvious that k + I N2, since every distinguishable position of the 
signal z need not correspond to a real component of the analysed sample. It should be 
noted that the value of A2z is always much larger than A 1z; e.g., if we measure the 
area of a Lorentz type peak, then for hl = h2 is A2z « 8a and can be even much 
larger in an unfavourable case6. 

Eq. (5) applies quite generally and does not involve any restrictive assumptions. 
The maximum possible content, i.e., the largest amount of information obtainable 
by performing both qualitative and quantitative analyses simultaneously by emis-
sion spectrography was given by Danzer8 . The different meaning of Eq. (5) and the 
equation for the maximum (potential) information content after Danzer8 was pointed 
out by Eckschlager9. 
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